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Abstract: Rapid urbanization is a worldwide critical environmental challenge. With this urban
migration soaring, we need to live far more efficiently than we currently do by incorporating the
natural world in new and innovative ways. There are a lot of researches on ecological, architectural
or aesthetic points of view to address this issue. We present a novel approach to assess the visual
impact of vegetation in urban street pedestrian view with the assistance of computer vision metrics.
We statistically evaluate the correlations of the amount of vegetation with objective computer vision
traits such as Fourier domain, color histogram, and estimated depth from monocular view. We show
that increasing vegetation in urban street views breaks the orthogonal symmetries of urban blocks,
enriches the color space with fractal-like symmetries and decreases the cues of projective geometry in
depth. These uncovered statistical facts are applied to predict the requested amount of vegetation
to make urban street views appear like natural images. Interestingly, these amounts are found in
accordance with the ecosystemic approach for urban planning. Also, the study opens new questions
for the understanding of the link between geometry and depth perception.

Keywords: natural image statistics; urban views; fourier; RGB; fractals; depth map; symmetry; urban
greenery; projective geometry

1. Introduction

At present, more than half of the world’s population is estimated to live in the cities. Urban green
spaces (UGS) [1,2] are an important factor of urban streetscape which provides aesthetic, economic,
environmental, social, and health benefits to urban residents. Accordingly, societal benefits supplied
by UGS to city dwellers are vital to maintain and increase urban citizen’s quality of life. The study
of the impact of UGS on public health [3–7], to manage the urban ecosystem [8,9] or to assess the
aesthetic quality of UGS [10] can benefit from various computer vision based approaches. This includes
computer vision to acquire the semantic information of every single pixel of an urban space [11–15]
or analyzing the visual impact of vegetation in urban environments [16–18] from top view images in
birds or satellite viewpoint.

In this article, we apply computer vision techniques in the urban landscape from the viewpoint of a
pedestrian in an urban street. Urban street views are highly geometrical and symmetrical environments
with orthogonal and parallel lines radically different from what is found in a natural environment
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where structures following any orientations are more likely to occur. Also, from a color perspective,
urban street views often offer few hue values due to their limited mineral content. This is very different
from the richness of color found in nature. Characterizing the quantitative impact of vegetation
on these visual symmetries would enable to assess the question of how much vegetation should
be included in an urban street view to make it look more natural than man-made. We provide a
computer vision quantification of the impact of vegetation in urban street views by determining their
statistical properties.

Obviously, a very large set of potential descriptors could be used for this application. Instead of an
exhaustive benchmark of existing computer vision tools of the literature, or an automatic selection of
such tools with machine learning approaches, we proceed with an analytical approach where we select
simple descriptors which have been successfully applied in the literature to identify statistical invariant
features in pure man-made or purely natural scenes. We explore, for the first time to our knowledge,
how this small set of historical descriptors behave in presence of various amount of vegetation. We also
provide new experiments and dataset specially designed for this work.

As related works, one can recall that understanding the statistical properties of the natural
environment is an important problem in computer vision [19–21]. Although explored for decades,
characterization of statistical invariance and symmetries in natural images continues to progress.
For instance, as recently reviewed in [20], this progress has been obtained by considering first
and higher statistics of the luminance and color distributions of natural images, local orientation
in images or statistical cues in the natural visual environment that is available to compute
disparity. Other approaches have also contributed to the characterization of natural images by
considering different categories of them. This includes gazing at natural scenes with new sensors
(range camera [22,23], thermal camera [24], polarized light [25]. . . ) or in various environments of
interest for humans (underwater [26], man versus natural environment [27,28]). We adopt this approach
of characterizing natural images by considering specific categories. We focus on urban street views with
various amount of vegetation. These scenes are therefore important as already underlined for urban
planning but also for vision understanding because they constitute an intermediate category between
pure man-made scenes and purely natural scenes in which the visual system has evolved originally.

The two main novelties of the paper appear along the following lines : (i) none of the existing
strategies for urban greenery has proposed so far a computer vision perspective at a pedestrian level.
Computer vision was already used to analyze the statistics of man-made versus wild images but
(ii) we propose the first application of these techniques for man-made block world with various
amount of vegetation. The article is organized along the following structure. In the second section,
we explore how vegetation in urban street view can be quantified with computer vision tools in the
Fourier domain. In the following section, we investigate another aspect of the visual impact of urban
vegetation in the color domain. The fourth section explains the last aspect of the visual impact of urban
vegetation on depth. In conclusion, the application of these results is discussed in terms of urban
planning, and we mention new questions now opened for further investigation by this work.

2. Impact of Vegetation in the Fourier Domain

Different categories of natural environments present different orientations. For instance buildings,
for stability reasons, will provide orthogonal edges while plants [29], because they seek for maximum
light, are more likely to propose edges in all directions. This has been demonstrated in [28] to
statistically translate into a characteristic signature in the power Fourier spectrum of natural images
with anisotropy patterns in the Fourier domain of urban views and isotropic patterns in the natural
landscape. In this section, we reproduce the experiment of [28] with urban street views including a
various amount of vegetation between pure man-made and purely natural scenes.

To this purpose we consider the cityscapes dataset [30] which includes 25,000 RGB annotated
street pedestrian view images from 50 cities, mainly located in Germany. For experiments in this
article, 5000 images from fine annotations category are used. The annotation includes the labeling of
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vegetation. It is therefore straightforward to associate a percentage of vegetation with each image of
this dataset. Three examples of this dataset are shown in Figure 1 with the RGB images, the annotated
images and the percentage of vegetation which is evaluated through annotated images.

Figure 1. Three examples of images taken from the dataset considered in this study [30]. The first row
shows the RGB images. The second row is the corresponding annotated images. The percentage value
gives the percentage of vegetation measured from the annotated images.

Figure 2 illustrates spectral signature computed by Fourier transform for the same three images of
the dataset as in Figure 1. As visible in Figure 2 and similarly to what was found in [28] the presence of
plants tends to reduce the anisotropy between the spectral energy in horizontal and vertical frequencies.

Figure 2. Three examples of the modulus of the Fourier transform of the RGB images of Figure 1 from
left to right with 0%, 28% and 60% of vegetation respectively.

Figure 3 illustrates the full pipeline followed for investigating the impact of vegetation in the
Fourier domain.

Due to the underexposed aspect of the RGB images in this dataset, CLAHE [31] algorithm
is used for adjusting the contrast of the image and intensity equalization. Then, the RGB images
are converted into gray levels L = 0.299× R + 0.587× G + 0.114× B and transferred from spatial
domain to frequency domain through 2-D Fourier transform. The modulus of this Fourier transform
is thresholded, as in [28], in order to keep 70% of the energy. To measure the vertical–horizontal
anisotropy of this binarized spectrum the following ratio of orientation is computed as

R =
D1 + D2√

H2 + V2
, (1)

where, as shown in Figure 4, D1, and D2 represent the diagonal and antidiagonal size of the spectral
signature, H indicates the horizontal size of spectral signature and V represents the vertical size of it.

This anisotropy ratio is then plotted as a function of the percentage of vegetation. Examples of
three cities from the dataset are given in Figure 5 where a linear trend clearly appears with decreasing
anisotropy ratio as a function of the percentage of vegetation in the image. The average slope on the
whole dataset [30] is weak. However, this trend is systematically found and statistically valid for all
cities as demonstrated in Table 1.
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Figure 3. Image processing pipeline for the study of the impact of vegetation in the Fourier domain.
CityScapes DB [30] corresponds to an available dataset as illustrated in Figure 1.

Table 1. The slope of the anisotropy ratio as a function of the percentage of vegetation and
associated p-value.

City Slope p-Value

Aachen 1.3 × 10−3 8.10 × 10−11

Bochum 1.4 × 10−3 1.73 × 10−7

Bremen 1.3 × 10−3 8.06 × 1017

Cologne 1.1 × 10−3 1.87 × 10−6

Darmstadt 1.4 × 10−3 9.72 × 10−6

Dusseldorf 1.4 × 10−3 8.67 × 10−17

Hamburg 1.0 × 10−3 4.44 × 10−8

Hanover 1.4 × 10−3 4.58 × 10−12

Jena 1.0 × 10−3 1.40 × 10−5

Krefeld 1.5 × 10−3 5.82 × 10−6

Monchengladbach 1.5 × 10−3 1.22 × 10−7

Strasbourg 0.9 × 10−3 1.92 × 10−8

Stuttgart 0.8 × 10−3 3.35 × 10−5

Tubingen 0.5 × 10−3 2.37 × 10−3

Ulm 1.3 × 10−3 7.71 × 10−7

Weimar 1.2 × 10−3 2.38 × 10−10

Zurich 0.8 × 10−3 3.76 × 10−5
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Figure 4. Elements computed in the anisotropy ratio of Equation (1) applied on the modulus of the
Fourier transform.

Figure 5. Anisotropy ratio as a function of the percentage of the vegetation of three examples of cities
taken from the dataset considered in this study [30]. The left column is Strasbourg city. The column
in the middle is for Aachen. The right column is Bremen city. The red line is the linear fit of the data.
The green line is the reference 0.79 corresponding to the average anisotropy value between the pure
man-made and pure natural environment.

Experimental results of this Fourier approach demonstrate, as one could intuitively expect
from [28], that the presence of vegetation tends to break the horizontal-vertical symmetry in the
images as quantified by the anisotropy ratio defined in this section.

We now come to propose a possible application of this statistical result for urban planning.
We considered the pure concrete-based images and pure natural images (in the wild) of [28] to
determine the expected range of the anisotropy ratio. Natural images were found on average with an
anisotropy ratio of 0.84 and pure concrete of 0.74. An intermediate value in this range could constitute
a transition limit between an environment perceived as natural and an environment perceived as
pure man-made in the Fourier domain. To test this hypothesis, we considered the middle value of
this anisotropy ratio between natural and pure concrete environment. This average value (0.79),
pointed in green in Figure 5, crosses the linear fit computed for each city and provides an associated
percentage of vegetation. The average value of the requested percentage of vegetation to reach this
anisotropy ratio is not found to trivially be 50% but rather 28% with a standard deviation of 8.32%.
The requested percentage of vegetation in cities is also debated in other scientific fields. Percentage of
vegetation below which fragmentation of urban ecosystems has consequences on the diversity and
viability of these ecosystems have been highlighted in [32–34] for instance. Interestingly, it appears
that the threshold around which processes are favored or not are found to be between 20 and 30% of
vegetation, i.e., in a similar range as the one found here with our computer vision approach. However,
it is to be noticed that the decrease of anisotropy ratio statistically recorded could also be obtained
without any vegetation by simply using non-orthogonal building architectures promoting, for example,
curved shapes with edges in all orientations.

3. Impact of Vegetation in the Color Domain

Another aspect of the visual impact of vegetation on the images is explored in this section.
In a pure concrete urban environment, it is likely that the color embedded in the color histogram
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of images will be limited to some blue in the sky, grey-black on the ground and a small number of
colors correlated to the mineral content used for walls of the building in the image (generally not
green). Adding vegetation in an urban concrete environment is therefore expected to enrich the color
histogram. The statistics of the color histogram of natural images have been studied in [35–37] where
scale invariant symmetries were observed in the organization of the color in the RGB 3D histogram.
We reproduce similar experiments with the dataset of the previous section [30] to investigate the
evolution of the RGB 3D color histogram as a function of the amount of vegetation in the image.

Figure 6 shows three examples of the 3D color histogram for the same images of Figure 1.
As visible in Figure 6, the presence of plants tends to increase the complexity of the 3D color histogram.

Figure 6. Three examples of the 3D color histogram of the RGB images in Figure 1. From left to right
with 0%, 28% and 60% of vegetation respectively. The presence of plants tends to increase the richness
of the 3D color histogram.

Figure 7 illustrates the full pipeline followed for investigating the impact of vegetation on the 3D
color histogram. A box-counting procedure is applied as follows. The colorimetric cube is successively
covered with boxes of side a and volume a3, with varying a. For each box of size a, one computes the
number N(a) of boxes which are needed to cover the support of the 3D histogram, i.e., to cover all
the cells of the colorimetric cube which are occupied by pixels of the image. As observed in [35–37]
the evolution of the number of counts N(a) as a function of the color scale on a log-log scale is
well approximated by straight lines with slope −D, over a significant range of colorimetric scales a.
This scale invariant symmetry is associated with a fractal behavior with fractal dimension D. Then for
all images in each city, the slope values D are plotted as a function of the percentage of vegetation.
Examples for three cities of the dataset are given in Figure 8 where a linear systematic trend clearly
appears over the whole set of cities with increasing fractal dimension D as a function of the percentage
of vegetation in the image. Table 2 gives the slope of the fractal dimension and associated p-value for
all cities in CityScape dataset.

Table 2. Slopes of fractal dimension and associated p-value in the colorimetric approach.

City Slope p-Value

Aachen 0.19 × 10−2 3.47 × 10−11

Bochum 0.23 × 10−2 5.87 × 10−6

Bremen 0.19 × 10−2 1.59 × 10−14

Cologne 0.10 × 10−2 9.79 × 10−3

Darmstadt 0.35 × 10−2 1.45 × 10−9

Dusseldorf 0.23 × 10−2 5.67 × 10−14

Erfurt 0.17 × 10−2 3.94 × 10−7

Hamburg 0.18 × 10−2 1.54 × 10−6

Hanover 0.14 × 10−2 2.00 × 10−3

Jena 0.25 × 10−2 7.90 × 10−10

Krefeld 0.16 × 10−2 5.31 × 10−2

Monchengladbach 0.20 × 10−2 2.66 × 10−2

Strasbourg 0.10 × 10−2 1.35 × 10−2



Symmetry 2018, 10, 666 7 of 18

Figure 7. Image processing pipeline for the impact of vegetation in the color domain. CityScapes
DB [30] corresponds to available dataset shows in Figure 1. All images of CityScapes dataset are
processed and batched city by city.

Figure 8. Fractal dimension values as a function of the percentage of the vegetation of three examples of
cities taken from the dataset considered in this study [30]. The left column is Strasbourg city. The column
in the middle is for Aachen. The right column is Bremen city.

Experimental results of this approach in the color domain demonstrate that the presence of
vegetation tends to enrich the complexity of the 3D color histogram. This enrichment is in the direction
of higher dimension scale invariant symmetries as quantified by the box-counting fractal dimension
defined in this section.

Similarly to what was proposed in the previous section on Fourier, there are possible applications
of this statistical result for urban planning. Especially the increase of the fractal dimension could
serve to control a requested amount of vegetation in cities where the uniform colors of concrete are
used for buildings. However, it is to be noticed that the complexity of the 3D color histogram can
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also be enriched in the direction of fractal signatures by simply painting concrete urban environment
when there is no possibility of adding vegetation. This is shown in Figure 9 on a colorful urban image
without any vegetation. This image has a high fractal dimension which would correspond to adding
almost 100% of vegetation in the mono-color concrete cities of Figure 8.

Figure 9. 3D color histogram and fractal dimension’s plot of a colorful urban image without
any vegetation.

4. Impact of Vegetation on Monocular Depth Cues

We explore the last aspect of how the impact of vegetation in pedestrian view can be quantified
with computer vision tools and now focus on the depth, i.e., distance to a point of view. Humans and
computers are known to be able to estimate depth from the stereo and monocular visions [38,39].
In this study, we restrict ourselves to monocular vision with single images of the streets. Different cues
of depth can be present in monocular vision such as textures, shadows, defocus [40], parallel lines [41]
producing in a projective geometry the presence of vanishing point on the horizon line, repetition of
similar objects at different distances from the camera.

For humans, all these cues can contribute to the perception of depth in monocular vision and it is
difficult to quantify the relative importance of each individual cue in a scene. With computers, it is
possible to design a feature especially capturing the presence of a single depth cue. Also, with the
current development of machine learning in computer vision, it is possible to produce a global
quantitative estimation of depth incorporating all cues. In this section, we propose a quantification of
the presence of vegetation on the quality of depth estimation with these two approaches including
the detection of the vanishing point and a direct estimation of the depth map from a monocular
RGB image.

Virtual environments in urban systems research are very useful to access to situations that do not
(yet) exist in real environments [42–44]. In our case, we need to have a dataset with RGB images of
urban street view with various amounts of annotated vegetation. Ground truth depth map should not
be computed from the RGB images to be compared with the depth cue estimation or depth estimation.
There are a lot of available datasets with this structure for indoor and outdoor environments [45].
The most related outdoor datasets found in the literature are listed in Table 3. It should be mentioned
that for most of these datasets depths are not measured but estimated from RGB images in different
ways such as semi-global matching (SGM) algorithm [46]. Therefore, they are not suitable depth for our
purpose because we specifically want to extract depth from RGB and we need a depth map estimated
from an independent distinct way as a ground truth. Also, the sole available outdoor dataset with a
pedestrian urban street views in RGB and directly estimated depth [47] is not incorporating enough
variation of percentage of vegetation. None of the available datasets listed in Table 3 incorporate all
the required aspects of our study. Therefore, we had to produce our own virtual dataset.
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Table 3. Available datasets for the analysis of the impact of vegetation on depth.

Dataset Num. of
Samples

RGB
Images

Annotated
Images

Depth Images
Evaluated with

Make3D [48] 534 - Laser range data with ray position
KIITI [49] 93,000 - Lidar

Cityscapes [30] 25,000 SGM algorithm applied on RGB images [46]
WildDash [50] 70 -
Mapillary [51] 25,000 -

ApolloScape [47] 140,000 survey-grade dense 3D point cloud

We propose the virtual RGBD green-city dataset provided as Supplementary Material to this
study where 300 high-resolution images (879 × 1680 pixels) generated from the virtual world in urban
settings under the different percentage of vegetation. These virtual cities were created using the Unity
game engine with available models of trees and urban blocks. The dataset includes the segmentation
of the vegetation to compute the percentage of vegetation and the depth map. Figure 10 illustrates
the content of this virtual RGBD green-city dataset with three examples of RGB images with different
percentages of vegetation. One specific interest in working with simulated data is that it is possible
to create datasets of the same street with various amounts of plants following different strategies of
the positioning of the plants. We take benefit of this opportunity and design several (10) experiments.
This includes positioning trees on one side or on both sides of the street, positioning trees with various
orientations or a single vertical orientation, using a tree with different sizes or using a variety of trees.
For further information related to the virtual RGBD green-city dataset see Supplementary Material.

Figure 10. Three examples of virtual RGBD green-city dataset. The first row gives RGB images;
the middle row is for the corresponding annotated images of the vegetation, the last row shows the
percentage of vegetation.

4.1. Detection of Vanishing Point

The vanishing point corresponds to the place where parallel edges in a real scene produce lines
which cross in the image due to the projective geometry created by the lens of a camera. There are
different approaches to find the vanishing points in an image [39,52,53], in this study, our purpose is
not to compare them or select any best method. Instead, we arbitrarily select one of the techniques
which provides good results on similar images to ours and show how the performance of this technique
evolves when the amount of vegetation is increased. To this purpose, the Hough transform-based
technique of [54] is incorporated in the pipeline shown in Figure 11.
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Figure 11. Image processing pipeline for the impact of vegetation on the detection of the vanishing
point. VirtualCity DB refers to virtual RGBD green-city dataset which is provided for this study.

A Hough transform is first applied to estimate the vanishing point on a reference image taken
as the image with 0% of vegetation. Edges are extracted with the Canny edge detector [55] of the
reference image. The extracted edges are then transformed into Hough space. The vanishing point
is chosen as an intersection point with a large number (empirically chosen to 70) of intersection in
the Hough space. Then, the extracted line segments are merged if they are associated with the same
Hough transform bin and the distance between them is less than the value of a threshold empirically
set to 400 pixels. Afterward, the detected lines in the Hough transform are counted as a contribution to
the vanishing point if they are crossing in a vanishing area. Indeed, due to the limited and discretized
size of the virtual environment, the lines do not intersect exactly at a single point [56]. We define the
vanishing area with the size of 55 by 45 pixels around the largest number of convergent lines in the
reference image without vegetation. Finally, the percentage of converged points in the vanishing area
is recorded.
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This pipeline (Figure 11) is applied to all the images of the dataset. The percentage of vanishing
points is plotted with the comparison to the reference image free from vegetation as a function of
the percentage of vegetation. Figure 12 shows the evolution of this percentage of vanishing points
remaining as a function of the percentage of vegetation introduced. The values of the linear slope for
all 10 experiments are represented in Tables 4 and 5. Table 4 represents slope values for scenes with
trees located on both sides of the street or everywhere like a forest and Table 5 shows slope values for
scenes which trees are located just on one side of the street.

From Figure 12 one can see that the presence of vegetation tends to change the position of
vanishing points in the vanishing area and consequently fewer points are crossing in this area.
An interpretation is that the increasing amount of leaf will increasingly cover the horizontal lines and
thus affect the number of cues for the estimation of the vanishing point. However, it is to be noticed
that other objects than vegetation could also occlude the horizontal lines and thus have an impact on
the detection of vanishing points in a pure concrete urban environment. To further demonstrate the
impact of vegetation on depth perception, we thus reproduced in the next section the experiment of
this section using a completely different depth estimation method.

Figure 12. Percentage of detected vanishing points as a function of vegetation’s percentage.
(a) Forest, (b) Different-Size, One-Side (c) Different-Size, Two-Sides (d) Different-Orientation, One-Side
(e) Different-Orientation, Two-Side (f) Different-Tree, Different-Size, Different-Orientation, Two-Side

Table 4. Result for detected vanishing point in experiments with trees placed on both sides of the street
and forest.

Category-Two Side Slope

Same Tree-Same Size-Same Orientation −0.9868
Same Tree-Same Size-Different Orientation −1.1056
Same Tree-Different Size-Same Orientation −0.5497
Different Tree-Same Size-Same Orientation −1.3513
Different Tree-Different Size-Different Orientation −0.9453
Forest −0.6916
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Table 5. Result for detected vanishing point in experiments with trees placed on one side of the street.

Category-One Side Slope

Same Tree-Same Size-Same Orientation −1.5522
Same Tree-Same Size-Different Orientation −2.1866
Same Tree-Different Size-Same Orientation −0.8548
Different Tree-Same Size-Same Orientation −1.3543

4.2. Depth Estimation

We now propose to assess the impact of vegetation on the global perception of depth. To this
purpose, we settled the pipeline described in Figure 13. Here again, as for the estimation of the
vanishing point, there is a huge literature on estimation of depth with machine learning approaches.
Our purpose is not to compare any of them but to show the impact of vegetation on one of them [57].
We arbitrarily select one of the recent methods performing well for depth estimation of similar images
to ours and submit this to our original virtual RGBD green-city dataset which contains RGB, depth and
annotated images.

Figure 13. Image processing pipeline for the impact of vegetation on normalized-cross-covariance
approach. VirtualCity DB refers to virtual RGBD green-city dataset which is provided for this study.

At the first step, the estimated depth is calculated by Deep Convolutional Neural Field (DCNF)
algorithm developed by [57]. DCNF model is a depth estimation approach exploring Convolutional
Neural Network (CNN) and continuous Conditional Random Field (CRF). The whole networks of
DCNF are trained on Make3D dataset [48] for outdoor scenes. Make3D dataset approximately includes
1000 outdoor street pedestrian views captured in good weather conditions with 50% of vegetation on
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average. At the second step, the global similarity is calculated between the estimated depth images
and ground-truth depth by normalized-cross-covariance (NCC) which reads

NCC(X, Y) =
E
[
((X− E(X)).(Y− E(Y))

]
σXσY

, (2)

where X and Y represent the estimated depth map and ground-truth depth map respectively, σX and
σY are the standard deviations and E stands for the 2D mean.

Figure 14 illustrates the value of normalized-cross-covariance as a function of the percentage
of vegetation for the six different experiments included in the virtual RGBD green-city dataset.
The impact of vegetation on the similarity of estimated depth map with the true depth map is
systematic. The presence of the vegetation tends to decrease the quality of depth cues. This decrease
modeled with a linear trend gives the slope provided in Table 6 for scenes with trees located on both
sides of the street or everywhere like a forest and Table 7 for scenes with trees located just on one side
of the street. Interestingly this result is similar to the one observed with the Hough transform in the
previous section while it was obtained with a completely different approach.

From an applied urban planning perspective, if we discard the solution that would correspond to
position trees everywhere (Forest case) these experiments demonstrate that the highest decreases of
depth cue (as given in Tables 4–7) are obtained for urban streets when they include a variability of tree
shape and/or tree size and/or various tree orientations. Projective geometry with parallel lines like
the one produced by urban block world is not present in wild landscapes. Therefore, we come up with
the interesting conclusion that, consistently with the well-known necessity of diversity in ecosystems,
computer vision also suggests to add plant diversity as the most effective strategy to break the depth
cues created by non-natural urban block worlds.

Figure 14. Normalized cross-covariance as a function of the percentage of vegetation. (a) Same tree-same
size-Same orientation-Two side, (b) Different orientation-Two side, (c) Different orientation-One side,
(d) Forest, (e) Different tree-Different size-Different orientation-Two side, (f) Same tree-Same size-Same
orientation-One side.
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Table 6. Result for global similarity in experiments with trees placed on both sides of the street
and forest.

Category–Two Side Slope

Same Tree-Same Size-Same Orientation −0.0072
Same Tree-Same Size-Different Orientation −0.0015
Same Tree-Different Size-Same Orientation −0.0089
Different Tree-Same Size-Same Orientation −0.0019
Different Tree-Different Size-Different Orientation −0.0175
Forest −0.0083

Table 7. Result for global similarity in experiments with trees placed one side of the street.

Category-One Side Slope

Same Tree-Same Size-Same Orientation −0.0051
Same Tree-Same Size-Different Orientation −0.0046
Same Tree-Different Size-Same Orientation −0.0118
Different Tree-Same Size-Same Orientation −0.0016

5. Conclusions

In this pilot experimental study, we quantified, on large datasets, the impact of vegetation on
visually perceptible symmetries in urban street pedestrian viewpoint. Correlation of this amount of
vegetation with objective computer vision traits has been shown statistically in the Fourier domain,
in the color histogram, and in depth from monocular view. This objectively quantifies the expected
common-sense intuition that vegetation in street pedestrian views breaks the orthogonal symmetry
of urban blocks, enriches the color space in the direction of higher dimension fractal symmetries and
decreases the cues of depth included in projective geometry. The result obtained in the Fourier domain
and the color histogram corresponded to existing experiments of the literature carried here for the first
time on urban scene with various amount of vegetation while the experiment designed and carried on
depth is, to the best of our knowledge, completely new.

Possible applications in urban planning of the carried experiment have been proposed. The most
interesting is that a percentage of the vegetation of 20–30% is found to be necessary to have an urban
street which appear closer to natural images than pure man-made from the Fourier point of view.
Interestingly this also meets the typical percentage of vegetation often mentioned as necessary to
maintain ecological viability and diversity in urban ecosystemic studies [32–34]. The novel contribution
on the impact of vegetation on depth could be extended in various directions to enable a deeper
understanding of the recorded effect. For instance, it would be possible to reproduce the experiment
carried here to objectively quantify the effect of vegetation on other computer vision traits. In particular,
one could investigate the pedestrian viewpoint in urban streets with bio-inspired traits such as the
estimation of depth from stereovision [58–60] or at a higher integrative level from visual saliency [61]
or also with the heat map produced by eye-tracking systems when applied on large cohorts of human
observers [62]. The effect of vegetation on pedestrian view in urban street was objectively quantified
in this article. It could also be interesting to compare these results with aesthetic assessments [63–65]
on the same scenes when perceived by the human. One could directly embed humans in virtual
environments with grabbing tasks (similarly to [66] for instance) and assess their performance while
varying the amount of vegetation. Finally, with the analytical approach followed in this preliminary
work, the standard deviation from the simple linear trends identified on few descriptors, although
already interesting, could be considered as still too high to serve as good predictors of a correct amount
of vegetation to be placed in an urban planning. Using more expressive multivariate models with a
learned and large feature space based on deep learning [67] could be a promising direction.

In another direction, one could seek to apply the computer vision traits used in this study
on cognitive architecture [68] or urban landscape experiments carried in the domain of ecology.
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In architecture, one could, for instance, investigate pedestrian view of the urban environment through
the window at different floors of buildings (while the experiment in this article was limited to ground
floor view). In the domain of ecology, one could study the relationship between the computer vision
metrics designed in this study and the ecological diversity along the seasons (while the experiment
in this article was limited to spring-like views with unlabeled ecological diversity) or in night vision
as allowed by the simulation environment introduced in this work. Such architectural or ecological
experiments had in the past been relying on qualitative psycho-visual studies [69,70] but also tend to
use computer vision features in 2D dimensions [71,72] or as recently shown in [73] with 3D LIDAR data.
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